
1

000

001

002

003

004

005

006

007

008

009

010

011

012

013

014

015

016

017

018

019

020

021

022

023

024

025

026

027

028

029

030

031

032

033

034

035

036

037

038

039

040

041

042

043

044

045

046

047

048

049

050

051

052

053

054

055

056

057

058

059

060

061

062

063

064

065

066

067

068

069

070

071

072

073

074

075

076

077

078

079

080

081

082

083

084

085

086

087

088

089

090

091

092

093

094

095

096

097

098

099

EMNLP 2020 Submission ***. Confidential Review Copy. DO NOT DISTRIBUTE.

‘Just because you are right, doesn’t mean I am wrong’: Overcome a
bottleneck in development and evaluation of Open-Ended VQA tasks
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Abstract

Visual question answering (VQA) systems
aim at responding to natural language ques-
tions about visual content with a valid an-
swer. Despite the agreement or majority vot-
ing among crowd-workers, a significant por-
tion of visual questions have been observed
to be subjective and/or ambiguous. Previous
work has analyzed many VQA examples from
popular datasets and found that people pro-
vide multiple different answers in about half
of the questions. This makes the evaluation
of open-ended VQA tasks far more challeng-
ing. To address this challenge, we propose Al-
ternative Answer Sets (AAS) for such visual
questions curated using existing NLP tools and
techniques. We then modify best VQA solvers
to support multiple plausible answers for a vi-
sual question and show the performance im-
provement over the GQA and VQA datasets.

1 Introduction

In recent years, a large body of visual question an-
swering (VQA) datasets have been proposed and
compiled to evaluate the ability of AI systems to
understand images by asking questions in natu-
ral language. VQA datasets have demonstrated
two major question-answering (QA) styles. One
style is modelling QA as a classification problem
with multiple-choice or identifying relational tuples
where output space is mutually exclusive. Another
style uses open-ended Q such as free-form answers
or fill-in-the-blank.

The possibility of multiple correct answers
and multi-word responses makes evaluating open-
ended tasks harder, which has forced VQA datasets
to restrict answers to be a single word or very short
phrase. Despite enforcing these constraints, based
on our analysis of the GQA dataset (Hudson and
Manning, 2019), we noticed that a significant por-
tion of visual questions suffer from problems of

Figure 1: Examples from the GQA dataset with multi-
ple correct answers

subjectivity and ambiguity, as per examples pro-
vided in Figure 1. A large-scale human-study con-
ducted by (Gurari and Grauman, 2017) on VQA
(Antol et al., 2015) and VizWiz (Gurari et al.,
2019) datasets had a similar observation, where
they found almost 50% questions with muliple pos-
sible answers. Both of the above evidences suggest
that ‘just because crowd-workers have agreed upon
a particular ground-truth answer, it is unfair to pe-
nalize other humans or AI models based on their
subjectivity’.

With this motivation, we leverage a combination
of existing knowledge bases and word embeddings
to generate Alternative Answer Sets (AAS) instead
of considering visual questions to have fixed re-
sponses. Since initially obtained AAS are com-
bined from multiple sources and observed to be
noisy, we use textual entailment to verify semantic
viability of plausible answers in a given context to
make alternative answer sets more robust. We then
modify training objective and evaluation metric
for pre-trained vision-language models- LXMERT
(Tan and Bansal, 2019) and ViLBERT (Lu et al.,
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2019b) to incorporate AAS. Finally, we benchmark
performance of modified models over GQA (Hud-
son and Manning, 2019) and VQA-Real Images
(Antol et al., 2015) which demonstrates perfor-
mance improvement by 5% and 1% respectively.
We believe that this work will advance develop-
ment of VQA models that can address subjectivity
from a lingusitic point of view.

2 Related Works

Several works have attempted to address challenges
related to open-ended VQA tasks which we catego-
rize into 3 levels;

Dataset Creation-Level. Large-scale VQA
datasets are often curated through crowd-sourcing,
where open ended ground-truth answers are
determined by majority voting or annotator
agreement. The subjectivity in crowd-sourced
datasets has been well-studied in human-computer
interaction literature- (Gurari and Grauman, 2016),
(Gurari and Grauman, 2017), (Yang et al., 2018)
etc., which has been of interest to computer vision
researchers in recent years. (Ray et al., 2018)
suggested to create a semantically-grounded set
of questions which leads to consistent answer
predictions. (Bhattacharya et al., 2019) have
conducted detailed analyses of the VQA (Goyal
et al., 2017) and VizWiz (Bigham et al., 2010)
datasets, and proposed a 9-class taxonomy of
visual questions that might suffer from subjectivity
and ambiguity. Our proposed AAS based method
overcomes three taxonomies specific to subjectivity
of text.

Model-Level. Several works have attempted to
reduce the output space in open-ended tasks
through question categorization (Mishra et al.,
2020), by generating plausible answers (Bakhshan-
deh et al., 2016) or incorporating answer-type pre-
dictions (Kafle and Kanan, 2016) as mechanisms
to combat ambiguity. Contrary, we are in favor
of developing models that can handle subjectivity
rather than limiting the kind of questions one can
ask to a VQA system, which is a more realistic
manifestation of real world natural language. (Hu
et al., 2018) proposed learning of answer embed-
dings along with the image+question embeddings
and learn best parameterization to maximize the
likelihood of correct answer.

Evaluation-Level. For open-ended VQA task,
use of standard accuracy metric can be too strin-

gent as algorithm’s predicted answer must exactly
match the ground truth answer. To deal with differ-
ent interpretations of words and multiple possible
correct answers, (Malinowski and Fritz, 2014) de-
fined a WUPS scoring from lexical databases with
Wu-Palmer similarity (Wu and Palmer, 1994). (Ab-
delkarim et al., 2020) proposed a soft matching met-
ric based on wordNet (Miller, 1998) and word2vec
(Mikolov et al., 2013). Different from them, we
incorporate more advanced NLP resources tools
and rely on sentence entailment validate semantics
for robustness. However, the best way to evaluate
open-ended VQA tasks remains the topic of ongo-
ing debate and active research in AI community.
Considerable work needs to be done to develop bet-
ter approaches for measuring semantic similarity
and handling multi-word answers in open-ended
tasks.

3 Proposed Evaluation Method

Due to human bias and annotation inconsistency,
flaws in the VQA dataset are well known. Like
in (Bhattacharya et al., 2019), we categorize six
issues of GQA dataset; the details can be found the
Appendix A.1.

To combat the flaws present in VQA, we pro-
pose a semantic way to evaluate a model’s accu-
racy. Each item in a VQA dataset consists of <I,
Q, GT>, where I is an image, Q is a question
and GT is a ground-truth answer(s). We define
an Alternative Answer Set (AAS) as a collection of
phrases [A1, A2, A3,.., An] such that Ai replaced
with GT is still a valid answer to the given Image-
Question pair. We construct AAS for each unique
ground truth automatically from following knowl-
edge bases and word embeddings;

3.1 Alternative Answer Sets (AAS)
Generation

WordNet. Wordnet (Miller, 1998) is a large lex-
ical database for English language which groups
distinct concepts based on their semantic and lexi-
cal relations in a network like structure. We partic-
ularly focus on Synonyms and immediate Hyper-
nyms of the labels to generate AAS.

ConceptNet. ConcpetNet (Liu and Singh, 2004)
is a database of terms and relations with a total of
34 types of relationships. We use relationships
”Synonym”, ”IsA” and ”FormOf” to obtain the
phrase’s synonyms, hypernyms, hyponyms, and
plural forms to create AAS.
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Counter-Fitted Word Vectors. Word vector
methods that derive representations from co-
occurrence of words from similar contexts are un-
able to distinguish between semantic similarity and
conceptual association of words. To overcome this
limitation, a counter-fitting (Mrkšić et al., 2016)
method is proposed, which injects antonymy and
synonymy constraints into vector space represen-
tations. We use counter-fitted embeddings with
a cosine similarity threshold of 0.6 (empirically
derived) to generate alternative answer sets.

BERT. Proposed by (Devlin et al., 2018), BERT
is a language model generated through pre-training
deep transformers in a bidirectional fashion, which
achieved state-of-art results over many NLP tasks.
We use contextual embeddings of phrases from
BERT to extract the top 15 most similar words to
the given ground-truth answer using cosine similar-
ity for answer set expansion.

Filtered Union. Finally, we take a direct union
of all four methods, and include the original label
and use textual entailment to filter out irrelevant
terms.

By aggregating the previous methods we hope
to form a more robust set and find all possible alter-
native answers. However, the AAS of a label might
include phrases that we want to distinguish from
the label, like ”man” is in the AAS of ”woman”
when using BERT-based approach. For this reason
we employ a sentence entailment technique to filter
incorrect terms. Specifically, we take a sentence
containing the label as a premise, and then take
the same sentence but replace the label with any
phrase in AAS as hypothesis. If the entailment
score is lower than threshold 0.5 (empirically de-
rived), then this phrase is thrown out. Lastly, each
term is sorted by its entailment score and only the
top 5 are kept in the final AAS.1 The complete
algorithm can be found in Appendix A.3. Exam-
ples of different AAS based approach is shown in
Appendix A.2.

3.2 Evaluation Metric Based on AAS

The accuracy based on extract matching is that
given a question Qi, an image Ii, and a ground truth
label GTi, the prediction of model Pi is correct if
and only if it is exactly the same as GTi. Instead
of exact matching, we propose a new metric based

1Some ground truths have less than 5 alternative answer
sets.

on AAS: given a question Qi, an image Ii, the
alternative answer set of GTi denoted by SGTi , the
prediction of model P′

i is correct if and only if it is
found in SGTi . The mathematical expression is,

Acc(Qi, Ii, SGTi , P′
i) =

{
1 if P′

i ∈SGTi

0 else
(1)

4 Experiments

In this section, we experiment with two datasets
GQA(Hudson and Manning, 2019) and VQA v2.0
(Goyal et al., 2017) and pick top performing models
on these two datasets and benchmark their perfor-
mance. Then we finetune two models to incorpo-
rate AAS and compare with benchmark.

4.1 Baseline Methods
ViLBERT. Vision-and-Language BERT (ViL-
BERT) (Lu et al., 2019a) utilized two transformer-
based mechanisms (one language only single-
modal and one cross-modal transformer) pretrained
over Conceptual Captions (Sharma et al., 2018).
In (Lu et al., 2019b), they train ViLBERT with
12 different tasks and demonstrate that multi-task
training objective outperforms single task training.

LXMERT. Proposed by (Tan and Bansal, 2019),
LXMERT incorporates two single-modality trans-
formers for vision and language respectively and
one cross-modal transformer. It was pretrained
with large amounts of image-sentence pairs via five
diverse pretraining tasks based on popular caption-
ing and VQA datasets like COCO-Caption, VG
Caption, VGQA, VQA and GQA.

4.2 Training with AAS
Instead of only using provided ground-truth, we
extend ground-truth with its AAS, so the model
learns that more than one answer for a given ex-
ample is correct. We train LXMert on both GQA
and VQA with this objective. More training setting
details can be found in Appendix A.4.

GQA. Firstly,we extract 1842 unique labels from
training and validation sets, and we generate the
AAS of each ground truth label based on union
approach. Then during training, instead of only
using GT as label, we use the AAS of GT as labels
to train LXMert with binary cross entropy.

VQA. Similarly, we find 3129 unique ground
truths from training and validation set and create an
AAS for each. Different from GQA, VQA provides
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Dataset Model Original Metric WordNet BERT CounterFit ConceptNet Union

GQA LXMERT 60.06 62.08 62.95 63.03 64.31 64.45
(testdev) ViLBERT 60.13 62.24 62.99 63.0 64.43 64.18

VQA LXMERT 69.98 70.21 70.54 70.33 70.52 70.80
(valid) ViLBERT 77.65 77.82 78.10 77.93 78.06 78.28

Table 1: The evaluation of two models on GQA and VQA with original metric and AAS based metrics.

a set of labels with different scores (confidences)
for each question. Inside of the AAS of each label,
we pair matching alternative answers with the same
score of that label. 2 We use the extended labels to
train LXMert with binary cross entropy.

4.3 Results

From Table 1, the AAS-based metrics show im-
provement over both datasets compared to original
accuracy, with GQA increasing by at least 2% and
VQA by at most 0.82%.3 LXMERT and ViLBERT
show consistent improvements by AAS-based met-
rics.

Table 2 shows the results of LXMert trained with
AAS compared with the baseline. Not surprisingly,
the performance evaluated on the original method
drops because the model has higher chance to pre-
dict answers in AAS which are different than the
ground truth, and thus the performance evaluated
on AAS-based metric increased.

Dataset
Metricold Metricnew

LXMERT LXMERTAAS LXMERT LXMERTAAS

GQA(testdev) 60.06 51.53 64.45 65.13
VQA(valid) 69.98 53.74 70.80 71.59

Table 2: Incorporate AAS with LXMERT
(LMXERTAAS) and compare the results of LXMERT
and LXMERTAAS on original metric ( Metricold) and
union-based metric (Metricnew).

5 Analysis and Discussion

Analysis. From Table 3, we see that although
WordNet provides more alternative answers, many
of them are outside of the candidate answer set,
thus the overlap between AAS and the candidate
answer sets is lowest. Since both LXMERT and
ViLBERT predict answer from a candidate answer
set, wordNet based AAS show least improvement.

2If one phrase happens in AAS of multiple ground truth,
we take the lowest score.

3In equation 1, for GQA, we credit models with score 1;
for VQA, we credit models with the soft score.

We conclude that larger alternative answer set does
not indicate more improvement. Both BERT and
CounterFit are based on cosine similarity of vectors
and sentence entailment filtering to generate AAS,
therefore they show almost equal improvement on
both datasets. ConceptNet-based AAS has close
improvement to union-based approach demonstrat-
ing the semantic robustness of ConceptNet.

AAS
GQA VQA

Avg Len Overlap Avg Len Overlap

WordNet 3.62 0.41 3.18 0.40

BERT 2.23 0.64 2.12 0.64

CounterFit 1.84 0.72 1.54 0.72

ConceptNet 2.27 0.79 2.01 0.78

Union 3.67 0.78 3.31 0.79

Table 3: The average length (Avg Len) of AAS of dif-
ferent approaches, and the overlap ratio (Overlap) of
the aas with the ground truth.

Discussion. AAS-based metrics show more im-
provement in GQA than VQA 2.0. We have two
insights. VQA has counting questions where the
answers are numbers, and in this case, the AAS-
based metric has little effect when the model is
based on classification and there is no alternative
of numbers in the candidate answer set. Second, the
AAS-based metric shows more impacts when the
question falls into semantic issues, including sin-
gular/plural, synonym/hypernym, and the answers
are words or short phrases.

6 Conclusion

To address the human annotation mistake and indi-
vidual subjectivity, we define alternative answer set
and automatically create robust AAS for ground
truths in dataset. Based on AAS, we propose a
semantic metric to evaluate VQA system’s perfor-
mance . By the experiments on two models and
two VQA datasets, we show the effectiveness of
AAS-based evaluation.
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A Appendix

A.1 Six issues existing in GQA dataset
We conduct a detail analysis on GQA dataset and
identify six issues from human annotations. We
manually analyze the first 600 questions from test-
dev balanced questions,

Issue Type Notation Percentage%
Ambiguous Question multiple possible references 10.3

of the object in the question

Multiple Correct Answers more than one answers 12.6
to the question

Missing Object(s) in Image the object is invisble 4.3
in the image

Synonym and hypernym synonyms or hypernyms of labels 9.1
can answer the question

Wrong Label the ground truth is incorrect 5.8

Singular/Plural the singular or plural
of the groud truth is correct 1.0

Table 4: General issues present in the GQA dataset
identified through manual review.

A.2 Examples of AAS for GQA Ground
Truth

AAS
Ground Truth

beneath shops teddy bear

WordNet to a lower place retail stores, teddy bears
below, beneath shops,store,

outlet,shop

BERT underneath shop, stores stuffed bears
thin buildings, tuffed bear

stuffed animals

CounterFit below, under shop, teddy bear
underneath, bottom stores,store,

outlet,shop

ConceptNet below, under shop, stuffed animal
underneath, store, teddy bears

bears

Union to a lower place retail store, stuffed animal
below, beneath shops,stores, stuffed bear

underneath shop stuffed bears
teddy bears

Table 5: Different Alternative Answer Sets of three
ground truth labels in GQA.

A.3 Textual Entailment Algorithm
To make the AAS more robust, we rely on textural
entaiment approach to filer not good alternative
answers found by four approaches. Algorithm 1
shows the process.

A.4 Experiment Details
A.4.1 Training
For GQA, we use balanced training set to train mod-
els. We use the default training setting of LXMERT

Algorithm 1: The textural entailment algo-
rithm used to filter incorrect answers from
an AAS
Result: Filtered AAS of a ground truth
a ground truth gt;
a list of sentence containing gt, S;
a list of candidate alternative answer AAS;
a threshold θ = 0.5;
an empty set L = {};
for aa in AAS do

a initial score = 0 ;
for Si in S do

get S′
i by replacing gt in Si with aa ;

call textural entailment system with
(S, S′);

get prob of entailment;
score + = prob;

end
if score/len(S) > θ then

add aa to L with score/len(S)
else

aa is not good;
end

end
sort L by score;
get top five;

and ViLBERT for both GQA and VQA tasks.

LXMERT. In GQA, we fine tune LXMERT in
4 epochs with learning rate 1e-5. We use the val-
idation set to save the best model. In VQA, the
learning rate is 5e-5. In both training, we use batch
size 32.

ViLBERT. We use the pretrained model pro-
vided by (Lu et al., 2019b). In both GQA and
VQA, we fine tune ViLBERT in 20 epochs with
learning rate 4e-5, batch size 32.

A.4.2 Testing
For GQA, We use the testdev set provided by
LXMERT which includes 12579 questions from
398 images. For VQA, we use the validation set
provided by LMXERT with includes 25994 ques-
tions from 5000 images.

A.5 Examples from GQA with Possible
Disagreements or Multiple Correct
Answer Possibility
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(a) (b) (c)

(d) (e) (f)

Figure 2: Example Questions (Q) and Ground-truth (GT) answers from GQA with multiple correct answers.
(a) Q: What animal is standing in front of the giraffes? | GT: zebras | Some giraffes are facing some humans stand-
ing by a cart and other giraffes are facing the zebras so “human”, “humans”, “zebra”, or “zebras” are acceptable
answers
(b) Q: Who is on the skateboard? | GT: boy | Hyponyms/Hypernyms such as “teenager”, “person”, and “male” are
acceptable
(c) Q: What is growing on the dirt the beach is in front of? | GT: trees | There are trees growing, and there is also a
tree growing, so “tree” is acceptable
(d) Q: What do you think is on the couch? | GT: pillow | Alternative responses “pillows”, “throw pillow”, and
“throw pillows” are acceptable
(e) Q1: What food is brown? | GT: pancake | The bacon is also brown so “bacon” is acceptable
(e) Q2: What is the fluffy food called? | GT: eggs | The pancake also looks fluffy, and one could also answer
“scrambled eggs”
(f) Q: Who is walking next to the boy on the left of the picture? | GT: girl | Alternative possibilities “woman” and
“women” are acceptable, as well as “girls”, “female”, or “females”


